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# Абстрактный

С быстрым ростом информации за последние несколько лет получение полной выгоды становится все более важным. Система ответов на вопросы является одним из перспективных методов доступа к такому количеству информации. Системе ответов на вопросы не хватает здравого смысла и силы рассуждений людей, и она не может идентифицировать вопросы, на которые нет ответа, и нерелевантные вопросы. На эти вопросы отвечают, делая ненадежные и неправильные догадки. В этом документе мы рассмотрим это ограничение, предложив механизм подобия вопросов. Перед тем, как задать вопрос системе вопрос-ответ, он сравнивается с возможными сгенерированными вопросами данного абзаца, а затем генерируется оценка сходства вопросов. Механизм подобия вопросов эффективно выявляет вопросы, на которые нет ответа и которые не имеют отношения к делу. Предлагаемый механизм подобия вопросов включает в себя человеческий способ рассуждения для выявления вопросов, на которые нет ответа и которые не имеют отношения к делу. Этот механизм может вообще избежать того, чтобы неотвеченные и неуместные вопросы были поставлены системе ответов на вопросы. Это помогает системам ответов на вопросы сосредоточиться только на ответах на вопросы, чтобы улучшить их производительность. Наряду с этим мы представляем приложение Системы ответов на вопросы, которое генерирует пары вопрос-ответ заданный отрывок и полезно в нескольких областях.
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Понимание вопросов

# Знакомство

Система ответов на вопросы (QAS) играет важную роль в получении вопросов и автоматическом ответе на них с использованием информационной системы знаний. Эта статья сочетает в себе сущность генерации вопросов, понимания вопросов и ответов на вопросы, чтобы преодолеть ограничения системы ответов на вопросы.
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Система ответов на вопросы существовала еще в 1960-х годах. Первой в мире введенной системой ответов на вопросы был БЕЙСБОЛ [16]. Он был построен с последовательностью рукописных правил, а все бейсбольные фигуры хранились в базе данных, накопленной за год. Позже LUNAR [42] был представлен во время миссии «Аполлон», чтобы ответить на вопросы. Эта система была построена, чтобы ответить на геологические закономерности Луны и другую связанную информацию о миссии APOLLO. Индивидуальный характер этой системы приводит к генерации высокоточных ответов.

По мере развития исследования система ответов на вопросы начала завоевывать все большее доверие из-за вспышек данных. Системы обработки естественного языка (NLP) были введены для достижения реалистичного понимания языка [18]. Используя концепцию НЛП, в течение последних четырех десятилетий были проведены значительные исследования в системах ответов на вопросы. Ранними примерами первичных систем НЛП являются ELIZA [40], SHRDLU [41], которые были разработаны для понимания языка между людьми и машинами. Хотя Элиза была ближе к человеческому разговору, но была гораздо менее умна и почти ничего не знала. SHRDLU, с другой стороны, смог рассуждать о мире блоков. Хотя разговор был ограничен миром блока, поэтому он не был убедительно похожим на человека, он знает, о чем говорит.

Laterintheyear, 2011IBMWatson [15] привлек всемирное внимание, который использует НЛП для анализа человеческой речи на предмет смысла и синтаксиса. Давным-давно его обычно называли мозгом. В последние годы поисковые системы (Google), чат-боты (SIRI, ALEXA и CORTANA) становятся лучше выходить за рамки, отвечая на точный ответ на наш вопрос. Система ответов на вопросы также претерпела значительные изменения в архитектуре от базовой рекуррентной нейронной сети (RNN) до трансформаторов [8, 12] на протяжении многих лет.

Система ответов на вопросы классифицируется на Систему ответов на вопросы с открытым доменом и Систему ответов на вопросы с закрытым доменом [24]. Открытые системы ответов на вопросы, такие как [10, 17], могут обрабатывать практически любые вопросы, основанные на знаниях мира. Этот тип системы ответов на вопросы имеет доступ к большему количеству данных для извлечения ответа. Системы ответов на вопросы в закрытых доменах являются предметно-ориентированными [2, 9, 45]. Закрытыеdomain системы ответов на вопросы либо из предварительно структурированной базы данных, либо из коллекции предметно-ориентированных документов на естественном языке.

Согласно исследованиям [32, 33], точность ответа человека на вопрос составляет 89,45%, а точность современной системы ответов на вопросы составляет 93,01%. Хотя точность системы превышает точность человека, такой системе вопросов и ответов не хватает способности рассуждать, как это делают люди [30, 34, 44], чтобы идентифицировать вопросы и понять их. Набор данных SQUAD 2.0 [31] предоставляет вопросы без ответа с правдоподобными ответами; однако выявление вопроса, на который нет ответа, остается сложной задачей. Лимитациями системы ответов на вопросы являются:

* **Вопросы без ответа:** Вопрос, который является неправильным и связанным с контекстом, задается Системе ответов на вопросы. Система ответов на вопросы, которая превзошла человеческую точность, должна знать, что на вопрос нет ответа и не должна генерировать ответ. Однако модели наборов данных SQUAD 1.1 отвечают на такие неотвратимые вопросы ненадежными догадками по вопросам, на которые не указан правильный ответ. Это указывает на то, что этим моделям не хватает рационального способа рассуждения. Несмотря на то, что набор данных SQUAD 2.0 ввел в набор данных вопросы, на которые нет ответа, выявление вопросов, на которые нет ответа, остается нерешенным.
* **Нерелевантные вопросы:** Когда система ответов на вопросы ставится с нерелевантными вопросами, которые вырваны из контекста, система по-прежнему генерирует понятный, но бессмысленный ответ. С другой стороны, люди не дают таких бессмысленных ответов; вместо этого они определят, что вопрос не имеет отношения к делу и вырван из контекста.

В настоящем документе представлены следующие материалы:

1. Автоматически генерировать возможные пары вопрос-ответ, заданный отрывок.
2. Мы вводим механизм подобия вопросов, где он будет выявлять неотвратимые и нерелевантные вопросы.
3. Мы объединяем систему генерации вопросов с системой ответов на вопросы, чтобы создать приложение под названием Автоматическая система генерации пар вопрос-ответ.

Остальная часть документа организована следующим образом. В разделе 2 представлена соответствующая работа по системам ответов на вопросы. В разделе 3 рассказывается об автоматической генерации пар вопрос-ответ и механизме подобия вопросов. В разделе 4 приведены подробные сведения об используемых наборах данных и экспериментах. Экспериментальные результаты представлены в разделе 5, а в разделе 6 обсуждаются результаты. Наконец, в разделе 7 мы завершаем этот документ.

# Работы по теме

В последние годы предлагается несколько работ для решения мировых знаний путем объединения поисковых факторов на основе биграммового хеширования, сопоставления TF-IDF [7] и понимания машинного чтения [22, 29]. Это принесло Системе ответов на вопросы хорошее начало. Самым последним QAS является двунаправленное кодирование представлений из трансформаторов (BERT) [11]. Он использует нейронные модели, такие как трансформаторы, для предварительного обучения больших массивов данных. Такое последнее уточнение привело к значительным успехам в задачах НЛП, таких как ответы на вопросы, обобщение текста и многие проблемы классификации. Помимо BERT, для широкого спектра применений исследователи в последнее время продемонстрировали эффективность нейронных моделей, использующих предварительное моделирование языка, взяв BERT в качестве базовой модели. Объединив различные нейронные архитектуры с языковой моделью BERT и используя ее встраивания, были достигнуты передовые результаты в английском языке [5]. Модель BERT с продвижением исследования, несколько систем, таких как сквозная интерактивная система чат-ботов, такая как BERTserini [43], более легкая версия BERT под названием ALBERT [21] и универсальная языковая модель под названием DistilBERT [36].

Модель обучается на определенном наборе данных после предварительного обучения с большим корпусом данных, чтобы ответить на вопросы либо в системе ответов на вопросы в открытой, либо в закрытой области. Существует несколько наборов данных для систем ответов на вопросы, таких как набор данных CuratedTREC [1], набор данных WebQuestions [3], которые отвечают на вопросы из Freebase [4], и набор данных Stanford Question Answering Dataset (SQuAD) [33], который основан на источнике знаний Википедии.

SQuAD является одним из наиболее значительных наборов данных с открытым доменом, доступных в настоящее время среди всех этих наборов данных. Там два

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Таблица 1** Примеры, показывающие неотвеченные и нерелевантные вопросы, приводящие к неправильным ответам   |  |  | | --- | --- | | СОСТАВ 2.0 |  | | Проход | Из Италии болезнь распространилась на северо-запад по всей Европе, поразив Францию, Испанию, Португалию и Англию к июню 1348 года, затем повернулась и распространилась на восток через Германию и Скандинавию с 1348 по 1350 год. Он был введен в Норвегии в 1349 году, когда корабль высадился в Аское, а затем распространился на Бьоргвин (современный Берген) и Исландию. Наконец, он распространился на северо-запад России в 1351 году. Чума была несколько менее распространена в некоторых частях Европы, которые имели меньшие торговые отношения со своими соседями, включая Королевство Польское, большую часть Страны Басков, изолированные части Бельгии и Нидерландов и изолированные альпийские деревни по всему континенту. | | Q1: Вопрос без ответа | В каком месяце и году болезнь распространилась на Королевство Польское? | | Вывод модели BERT (неправильный) | июнь 1348 | | Вопрос 2: Нерелевантный вопрос | Какая компания является крупнейшей в Великобритании цифровой подписной телевизионной компанией? | | Вывод модели BERT (неправильный) | который | |

версии набора данных SQuAD: SQuAD 1.1 [33] и SQuAD 2.0 [32]. Набор данных SQuAD 2.0 содержит вопросы без ответа с правдоподобными ответами в дополнение к набору данных SQuAD 1.1.

Однако, как видно из таблицы 1, когда системе задаются вопросы, на которые не отвечают и не имеют отношения к делу, модель будет делать ненадежные и неправильные догадки и ответы на такие вопросы.

Наряду с системой ответов на вопросы (QAS), система генерации вопросов (QGS) играет жизненно важную роль в том, чтобы модель понимала вопрос и отвечала на него. Согласно Sun et al. [39], существует связь между ответами на вопросы и генерацией вопросов. Задача генерации вопросов преследовала множество целей обучения. Такие работы, как [13, 25, 37], не фиксируют долгосрочные зависимости, а концентрируются на самых последних токенах. Несмотря на то, что эти работы дают хороший результат, эти работы не охватывают долгосрочные зависимости [19, 22]. Работа, предложенная Qi et al. [29] имеет будущую n-грамму в качестве учебной цели, обеспечивая тем самым отличные результаты в задачах генерации вопросов.

Когда мы тщательно протестировали систему ответов на вопросы, имея в виду, как генерируется ответ, было обнаружено, что понимание вопросов играет значительную роль в системе ответов на вопросы [38]. Кроме того, такие системы, как [46], вводят модель «пара-последовательность», которая фиксирует взаимодействие между заданным вопросом и данным абзацем. Конкретные системы, такие как ParaQG [20], пытаются генерировать вопросы из абзаца. Такие системы, как [35], подбирают ключевые слова из вопроса и абзаца и сопоставляют их с помощью RNN. Pota et al., [27] использовали сверточные нейронные сети (CNN) для классификации вопросов. Классификация вопросов играет на жизненно важном извлечении правильного ответа в Системе ответов на вопросы. Метод, предложенный Esposito et al., [14], извлекает наиболее релевантные термины из вопросов, а затем эти слова помещаются в контекст. Эта коллекция документов позже используется в системе контроля качества. Некоторые другие работы, такие как [28], используют теги Part of Speech (POS) на основе глубокой нейронной сети. Здесь POS помечается на уровне символов, а затем в конечном итоге подается в Bi-LSTM. Этот метод обрабатывает редкие и внекабулярные слова, а также общие и известные слова.

# Методология

|  |
| --- |
| **Рис.1** Блок-схема, изображающая систему генерации пар вопрос-ответ |

В этом разделе представлена автоматическая система генерации пар вопрос-ответ, комбинация системы ответов на вопросы и системы генерации вопросов. Чтобы устранить ограничения системы ответов на вопросы, мы предлагаем механизм подобия вопросов. Возможные сгенерированные вопросы взяты из современной системы генерации вопросов под названием ProphetNet [29], а поставленный вопрос взят из набора данных SQuAD 2.0. Механизм подобия вопросов вычисляет косинусное сходство между возможными генерируемыми вопросами из данного абзаца и поставленным вопросом.

## Автоматическая система генерации пар вопрос-ответ

Автоматическая система генерации пар вопрос-ответ использует предварительно обученные веса современной системы генерации вопросов под названием ProphetNet [29] для генерации вопросов и модель BERT [11] для генерации ответов на сгенерированные вопросы.

Как показано на рисунке 1, во-первых, мы обеспечиваем пропуск как к системе генерации вопросов, так и к системе ответов. Как только система генерации вопросов генерирует возможный набор вопросов на основе диапазонов ответов, которые находятся по существительному и глагольным фразам в отрывке, сгенерированные вопросы передаются системе ответов на вопросы. Система ответов на вопросы, основанная на прохождении и наборе сгенерированных вопросов, генерирует ответы. Наконец, мы получаем пары вопрос-ответ из этой системы.

## Механизм подобия вопросов

В дополнение к автоматическому созданию пар вопрос-ответ, если системе задаются дополнительные вопросы, такие вопросы идентифицируются либо как ответные, либо как неотвеченные и нерелевантные перед передачей их в Систему ответов на вопросы. Чтобы определить вопросы, мы вводим механизм, называемый механизмом подобия вопросов. Этот механизм вычисляет косинусное сходство между сгенерированными вопросами и поставленным вопросом.

2, отрывок первоначально передается в Систему генерации вопросов для генерации возможного набора вопросов в данном абзаце на основе диапазонов ответов, полученных от существительных и глагольных фраз.

Пусть GQ и QP будут набором сгенерированных вопросов и вопросом, поставленным с | GQ|=m и | QP|=1. Встраивание предложений для сгенерированных вопросов получено с помощью UniversalSentenceEncoder[6], который дает лучшие результаты, чем предварительно обученные встраивания слов, такие как созданные GloVe [26] и word2vec [23], и это дается,

XSEGQ = {EGQ(i) ∈ R512; i = 1,...,м}. (1)

|  |
| --- |
| **Рис.2** Блок-схема для определения вопросов, на которые нет ответа или которые не имеют отношения к делу |

где,

* XSEGQ - это набор встраиваний предложений (SE) для сгенерированных вопросов (GQ), и
* EGQ — это встраивание предложений для каждого сгенерированного вопроса (GQ).

Аналогичным образом, мы получаем встраивание предложения для вопроса, поставленного как

XSEQP = EQP(i) ∈ R512; i = 1. (2)

где,

* XSEQP - это набор встраиваний предложений (SE) для поставленных вопросов (QP), и
* EQP — это встраивание предложений для каждого поставленного вопроса (QP).

Косинусное сходство между сгенерированными вопросами и поставленным вопросом вычисляется в соответствии с (3).

Косинусное сходство(EGQ(i) ,XSEQP ) = cos(EGQ(i) ,XSEQP )
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где EGQ(i) , XSEQP обозначает внутреннее произведение EGQ(i) , и

XSEQP .

Чтобы рассчитать оценку подобия вопросов (QSS), нам необходимо определить вопрос среди сгенерированных вопросов, косинусное сходство которых наиболее велико по отношению к поставленному вопросу. Мы называем его *вопросом с наивысшим показателем сходства*, и он получается (4).

Вопрос о наивысшем уровне сходства ![](data:image/png;base64,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)

Теперь оценка сходства вопросов между сгенерированным вопросом (идентифицированным в соответствии с (4)) и поставленным вопросом задается,

Показатель подобия вопроса(EGQ(j) ,XSEQP) = cos(EGQ(j) ,XSEQP)

(5)

(j) QP

где EGQ и XSE — встраивание предложений для jth-сгенерированных вопросов (полученных (4)) и поставленного вопроса соответственно.

## Поставленный вопрос

Система ответов на вопросы состоит из нескольких типов вопросов. Вопросы классифицируются на вопросы, на которые нет ответа, которые не имеют отношения к делу или на которые можно ответить.

* Без ответа: Когда контекст доступен в отрывке, но пользователь ставит вопрос очень сложным способом, на который не отвечает система ответов на вопросы, этот вопрос помечается как вопрос без ответа.
* Нерелевантный: Когда пользователь задает вопрос, который вырван из контекста с данным отрывком, этот вопрос помечается как нерелевантный.
* Ответ: Он определяется как вопрос, контекст которого доступен в данном отрывке, и на этот вопрос отвечает система ответов на вопросы.

## Оценка сходства вопросов

Механизм подобия вопросов используется в качестве фильтра вопросов к Системе ответов на вопросы. Этот механизм идентифицирует и фильтрует вопросы, на которые нет ответа, нерелевантные и отвечающие на них на основе порогового значения. Диапазон порогового значения QSS и соответствующая метка поставленного вопроса приведены в таблице 2.

В нашем эксперименте 1000 вопросов выбираются для вопросов без ответа, нерелевантных вопросов и ответных вопросов из набора данных SQuAD 2.0. Мы обнаружили, что нерелевантные вопросы имеют оценки сходства вопросов в диапазоне от 0,00 до 0,50, а вопросы без ответа имеют свои оценки сходства вопросов в диапазоне от 0,50 до 0,80. Кроме того, мы экспериментировали, чтобы проверить оценки сходства вопросов для ответных вопросов и обнаружили, что оценки сходства вопросов находятся в диапазоне от 0,85 до 1,00. Итак, мы устанавливаем пороговые значения в диапазоне 0,00 − 0,50, если поставленный вопрос *нерелевантен*, 0,50 − 0,85, если поставленный вопрос *неотвечен*, и 0,85−1,00, если поставленный вопрос является *ответным* вопросом. Если поставленный вопрос пересекает пороговое значение, он идентифицируется как отвечающий или релевантный вопрос и передается в систему ответов на вопросы, чтобы получить ответ на этот вопрос. Если поставленный вопрос не превышает порога, то в соответствии с таблицей 2 он определяется либо как нерелевантный, либо как не подлежащий ответу.

# Данные и эксперименты

Для экспериментов используются следующие данные:

1. Мы использовали набор данных SQuAD 2.0 [32] для наших экспериментов. Он состоит из 50 000 дополнительных вопросов к набору данных SQuAD 1.1 [33], который содержит 100 000 ответных вопросов.

**Таблица 2**

|  |  |
| --- | --- |
| Оценка сходства вопросов | Метка поставленного вопроса |
| 0,00 − 0,50 | Нерелевантный вопрос |
| 0,50 − 0,85 | Вопрос, на который нет ответа |
| 0,85 − 1,00 | Ответный вопрос |

Когда показатель подобия вопроса (QSS) находится в определенном диапазоне, ему присваивается соответствующая метка.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Таблица 3** Эта таблица иллюстрирует возможные сгенерированные вопросы из отрывка, который случайным образом взят из набора данных SQUAD 2.0   |  |  | | --- | --- | | СОСТАВ 2.0 |  | | Пассаж 1 | В конце 17 века Роберт Бойль доказал, что воздух необходим для горения. Английский химик Джон Мэйоу (1641-1679) усовершенствовал эту работу, показав, что огонь требует только части воздуха, которую он назвал spiritus nitroaereus или просто nitroaereus. В одном эксперименте установлено, что помещение мыши или зажженной свечи в закрытый контейнер над водой заставляло воду подниматься и заменять одну четырнадцатую объема воздуха перед тушением испытуемых.  Исходя из этого, он предположил, что нитроаэреус потребляется как при дыхании, так и при горении. | | Возможные сгенерированные вопросы | G1. Когда Роберт Бойл доказал, что воздух необходим для горения?  G2. кто доказал, что воздух необходим для горения?  G3. Как Роберт Бойл доказал, что воздух необходим для горения?  G4. Для чего Роберт Бойл доказал, что воздух необходим?  G5. Кто усовершенствовал творчество Бойла?  G6. Как Джон Мэйоу улучшил работу Бойла?  G7. Что Джон Мэйоу улучшил в работе Бойла?  G8. Как Джон Мэйоу усовершенствовал работу Бойла?  G9. Джон Мэйоу усовершенствовал работу Бойла, чтобы показать, что для чего требуется только часть воздуха?  G10. Какую часть воздуха требует огонь?  G11. Что показала майя, которую требует огонь?  G12. Что Джон Мэйоу назвал той частью воздуха, которую требует огонь?  G13. Какой тип эксперимента использовала майя, чтобы доказать, что воздух необходим для горения?  G14. Что майо делал с мышью или свечой в закрытом контейнере?  G15. вместе с мышью, что майо поместило в закрытую емкость над водой?  G16. В какой контейнер майо поместил мышь или свечу?  G17. Во что майя поместила мышь или свечу, чтобы погасить их?  G18. Каков был эффект от размещения мыши или свечи в закрытом контейнере над водой?  G19. Что обнаружил майо, поместив мышь или свечу в закрытую емкость над водой?  G20. Что, по мнению Майо, вода делала с одной четырнадцатой объема воздуха, прежде чем погасить мышей?  G21. Какую часть объема воздуха заменила вода перед тушением мышей или свечи?  G22. Джон Мэйоу обнаружил, что вода заменила одну-четырнадцатую из того, что в воздухе?  G23. что майя сделала с мышами или свечой? G24. кто погасил майю в своем эксперименте?  G25. как Майо узнал, что нитроаэреус потребляется как при дыхании, так и при горении?  G26. Что майо называет той частью воздуха, которая расходуется как при дыхании, так и при горении?  G27. Что такое нитроаэреус, как полагают, в дыхании и горении?  G28. Джон Мэйоу предположил, что нитроаэреус потребляется при каком типе горения? |   Система генерации вопросов ProphetNet [1] используется для генерации всех возможных вопросов от G1до G28 из данного отрывка |

1. Предварительно обученные веса современной системы генерации вопросов под названием ProphetNet [29] для генерации вопросов для данного абзаца.
2. Предварительно обученные веса системы ответов на вопросы BERT [11], которая точно настроена на набор данных SQuAD 1.1 [33].
3. Предварительно обученный универсальный кодировщик предложений (USE) [6] для генерации встраивания предложений для вопросов (таблицы 3, 4, 5, 6, 7, 8, 9 и 10).

# Результаты

## Автоматическая система генерации пар вопрос-ответ

В этом подразделе показаны результаты, полученные системой автоматической генерации пар вопрос-ответ. Мы сгенерировали автоматические пары вопрос-ответ для 100 проходов из набора данных SQuAD 2.0 [7]. Таблицы 3, 6

**ble 4** Эта таблица иллюстрирует сгенерированные пары вопрос-ответ из данного отрывка

Пассаж 1: В конце 17 века Роберт Бойль доказал, что воздух необходим для горения. Английский химик Джон Мэйоу (1641-1679) усовершенствовал эту работу, показав, что огонь требует только части воздуха, которую он назвал spiritus nitroaereus или просто nitroaereus. В одном эксперименте он обнаружил, что помещение мыши или зажженной свечи в закрытый контейнер над водой заставляло воду подниматься и заменять одну четырнадцатую объема воздуха, прежде чем погасить испытуемых. Исходя из этого, он предположил, что нитроаэреус потребляется как при дыхании, так и при горении.

|  |  |
| --- | --- |
| G1. Когда Роберт Бойл доказал, что воздух необходим для горения? | А1. конец 17 века |
| G2. кто доказал, что воздух необходим для горения? | А2. Роберт Бойл |
| G3. Как Роберт Бойл доказал, что воздух необходим для горения? | A3. Помещение мыши или зажженной свечи в закрытый контейнер над водой привело к тому, что вода поднялась и заменила одну четырнадцатую часть объема воздуха перед тушением испытуемых. |
| G4. Для чего Роберт Бойл доказал, что воздух необходим? | А4. горение |
| G5. Кто усовершенствовал творчество Бойла? | А5. Джон Мэйоу |
| G6. Как Джон Мэйоу улучшил работу Бойла? | A6. показывая, что огонь требует только части воздуха |
| G7. Что Джон Мэйоу улучшил в работе Бойла? | A7. показывая, что огонь требует только части воздуха |
| G8. Как Джон Мэйоу усовершенствовал работу Бойла? | A8. показывая, что огонь требует только части воздуха |
| G9. Джон Мэйоу усовершенствовал работу Бойла, чтобы показать, что для чего требуется только часть воздуха? | А9. Пожар |
| G10. Какую часть воздуха требует огонь? | А10. spiritus nitroaereus |
| G11. Что показала майя, которую требует огонь? | A11. часть воздуха |
| G12. Что Джон Мэйоу назвал той частью воздуха, которую требует огонь? | А12. spiritus nitroaereus |
| G13. Какой тип эксперимента использовала майя, чтобы доказать, что воздух необходим для горения? | A13. Помещение мыши или зажженной свечи в закрытый контейнер над водой |
| G14. Что майо делал с мышью или свечой в закрытом контейнере? | A14. заставлял воду подниматься и заменять одну четырнадцатую объема воздуха перед тушением испытуемых. |
| G15. вместе с мышью, что майо поместило в закрытую емкость над водой? | A15. зажженная свеча |
| G16. В какой контейнер майю поместил мышь или свечу? | А16. закрытый |
| G17. Во что майя поместила мышь или свечу, чтобы погасить их? | A17. закрытый контейнер над водой |
| G18. Каков был эффект от размещения мыши или свечи в закрытом контейнере над водой? | A18. заставлял воду подниматься и заменять одну четырнадцатую объема воздуха перед тушением испытуемых. |
| G19. Что обнаружил майо, поместив мышь или свечу в закрытую емкость над водой? | A19. заставлял воду подниматься и заменять одну четырнадцатую объема воздуха перед тушением испытуемых. |
| G20. Что, по мнению Майо, вода делала с одной четырнадцатой объема воздуха, прежде чем погасить мышей? | А20. подъем и замена |
| G21. Какую часть объема воздуха заменила вода перед тушением мышей или свечи? | А21. один - четырнадцатый |
| G22. Джон Мэйоу обнаружил, что вода заменила одну-четырнадцатую из того, что в воздухе? | А22. том |
| G23. что майя сделала с мышами или свечой? | А23. тушение предметов |
| G24. кто погасил майю в своем эксперименте? | А24. Предметы |
| G25. как Майо узнал, что нитроаэреус потребляется как при дыхании, так и при горении? | A25. Помещение мыши или зажженной свечи в закрытый контейнер над водой приводило к тому, что вода поднималась и заменяла одну четырнадцатую часть объема воздуха перед тушением испытуемых. |
| G26. Что майо называет той частью воздуха, которая расходуется как при дыхании, так и при горении? | A26. spiritus nitroaereus или просто nitroaereus. |
| G27. Что такое нитроаэреус, как полагают, в дыхании и горении? | А27. Потребляется |
| G28. Джон Мэйоу предположил, что нитроаэреус потребляется при каком типе горения? | А28. дыхание |

Вопросы, генерируемые системой генерации вопросов, далее передаются системе ответов на вопросы с использованием BERT[24], которая находит ответы от A1до A28 для всех сгенерированных вопросов.

**Таблица 5** В этой таблице показано, как метод сходства вопросов определяет вопросы, на которые нет ответа или нерелевантные вопросы, и устраняет ограничения

Контроль качества

Пассаж 1: В конце 17 века Роберт Бойль доказал, что воздух необходим для горения. Английский химик Джон Мэйоу (1641-1679) усовершенствовал эту работу, показав, что огонь требует только части воздуха, которую он назвал spiritus nitroaereus или просто nitroaereus. В одном эксперименте он обнаружил, что помещение мыши или зажженной свечи в закрытый контейнер над водой заставляло воду подниматься и заменять одну четырнадцатую объема воздуха, прежде чем погасить испытуемых. Исходя из этого, он предположил, что нитроаэреус потребляется как при дыхании, так и при горении.

|  |  |  |  |
| --- | --- | --- | --- |
| Поставленный вопрос (QP) | Оценка сходства вопросов (самая высокая) | Этикетка вопроса | Ответ от BERT |
| QP1: Какой английский химик показал, что огонь нуждается только в нитроаереусе? | (G2,QP1) = 0,68 | Неопровержимый | Джон Мэйоу |
| QP2: На сколько квадратных миль в целом регион пострадал от засухи 2010 года? | (G22,QP2) = 0,44 | Неуместный | сколько квадратных миль |
| QP3: кто доказал, что воздух необходим для горения? | (G2,QP3) = 1,0 | Ответственный | Роберт Бойл |

В первом столбце указывается поставленный вопрос. Во втором столбце указывается самый высокий балл сходства вопросов между поставленным вопросом и сгенерированными вопросами. Третья колонка указывает, является ли вопрос ответным/неотвеченным/нерелевантным на основе самого высокого балла сходства вопросов, сравнивая его с пороговым значением (0,85). Четвертая колонка указывает ответы, сгенерированные на поставленные вопросы, минуя вопрос в системе ответов на вопросы BERT

|  |  |
| --- | --- |
| и 9 показывают все возможные вопросы, порожденные отрывками по системе генерации вопросов. Эти вопросы далее передаются системе ответов на вопросы и отрывку для генерации ответов на возможные сгенерированные вопросы. В таблице 4, таблице 7 и таблице 10 показаны пары ответов на вопросы, генерируемые автоматической системой генерации пар вопрос-ответ. При ручном чтении обнаруживается, что | генерируемые пары вопрос-ответ имеют хорошее качество (таблица 11).  **5.2 Механизм подобия вопросов**  В данном подразделе представлены результаты предлагаемого механизма подобия вопросов. Когда задается вопрос |

**Таблица 6** Эта таблица иллюстрирует возможные сгенерированные вопросы из отрывка, который случайным образом взят из набора данных SQUAD 2.0

|  |  |
| --- | --- |
| СОСТАВ 2.0 |  |
| Пассаж, 2 | Наличие Библии на местных языках было важно для распространения протестантского движения и развития реформатской церкви во Франции. Страна имела долгую историю борьбы с папством к тому времени, когда наконец наступила протестантская Реформация. Около 1294 года французская версия Писания была подготовлена римско-католическим священником Гюйяром де Муленом. Двухтомная иллюстрированная версия перефразирования фолианта, основанная на его рукописи Жана де Реля, была напечатана в Париже в 1487 году. |
| Вопросы , сгенерированные possible | G1. Что было важно для протестантского движения во Франции?  G2. почему Франция боролась с папством до протестантской Реформации?  G3. Что у Франции была долгая история с папством?  G4. Франция имела долгую историю борьбы с какой группой к тому времени, когда что, наконец, прибыло?  G5. Когда протестантская Реформация пришла во Францию?  G6. Что приготовил Гайяр де Мулен около 1294 года?  G7. Что Гюяр де Мулен сделал с французской версией Библии?  G8. Какой религией была мельница гайард?  G9. кто подготовил французскую версию Священных Писаний около 1294 года?  G10. что было напечатано в Париже в 1487 году?  G11. на какой рукописи была основана версия Библии Жана де Реля?  G12. На чем была основана версия Жана де Реля?  G13. кто создал иллюстрированное фолио-парафразную версию Библии в 1487 году?  G14. Как была опубликована версия Библии Жана де Реля?  G15. где была напечатана версия Библии Жана де Реля? |

Система генерации вопросов под названием ProphetNet[1] используется для генерации всех возможных вопросов от G1до G15 из данного отрывка.

**ble 7** Эта таблица иллюстрирует сгенерированные пары вопрос-ответ из данного отрывка

**Отрывок 2:** Наличие Библии на местных языках было важно для распространения протестантского движения и развития реформатской церкви во Франции. Страна имела долгую историю борьбы с папством к тому времени, когда наконец наступила протестантская Реформация. Около 1294 года французская версия Писания была подготовлена римско-католическим священником Гюйяром де Муленом. Двухтомная иллюстрированная версия перефразирования фолианта, основанная на его рукописи Жана де Реля, была напечатана в Париже в 1487 году.

|  |  |
| --- | --- |
| G1. Что было важно для протестантского движения во Франции? | A1. Наличие Библии на местных языках |
| G2. почему Франция боролась с папством до протестантской Реформации? | A2. Страна имела долгую историю |
| G3. Что у Франции была долгая история с папством? | А3. Борьбы |
| G4. Франция имела долгую историю борьбы с какой группой к тому времени, когда что, наконец, прибыло? | А4. папство |
| G5. Когда протестантская Реформация пришла во Францию? | А5. около 1294 |
| G6. Что приготовил Гайяр де Мулен около 1294 года? | A6. Французская версия Священных Писаний |
| G7. Что Гюяр де Мулен сделал с французской версией Библии? | А7. готовый |
| G8. Какой религией была мельница гайард? | А8. римско-католическая |
| G9. кто подготовил французскую версию Священных Писаний около 1294 года? | А9. мельница гайард |
| G10. что было напечатано в Париже в 1487 году? | A10. двухтомный иллюстрированный фолиант-парафраз, основанный на его рукописи |
| G11. на какой рукописи была основана версия Библии Жана де Реля? | А11. мельница гайард |
| G12. На чем была основана версия Жана де Реля? | А12. рукопись |
| G13. кто создал иллюстрированное фолио-парафразную версию Библии в 1487 году? | А13. Жан де Рели |
| G14. Как была опубликована версия Библии Жана де Реля? | A14. Двухтомный иллюстрированный фолио-парафраз |
| G15. где была напечатана версия Библии Жана де Реля? | А15. Париж |

Вопросы, генерируемые системой генерации вопросов, далее передаются системе ответов на вопросы с использованием BERT[24], которая находит ответы от A1до A15 для всех сгенерированных вопросов

**Таблица 8** В этой таблице показано, как метод подобия вопросов определяет вопросы, на которые нет ответа или нерелевантные вопросы, и устраняет ограничения

Контроль качества

Отрывок 2: Наличие Библии на местных языках было важно для распространения протестантского движения и развития реформатской церкви во Франции. Страна имела долгую историю борьбы с папством к тому времени, когда наконец наступила протестантская Реформация. Около 1294 года французская версия Писания была подготовлена римско-католическим священником Гюйяром де Муленом. Двухтомная иллюстрированная версия перефразирования фолианта, основанная на его рукописи Жана де Реля, была напечатана в Париже в 1487 году.

|  |  |  |  |
| --- | --- | --- | --- |
| Поставленный вопрос  (КП) | Сходство вопросов  Балл(Самый высокий) | Этикетка вопроса | Ответот БЕРТ |
| QP1: Где был Жан де  Полагаться на? | (G12,QP1) = 0,67 | Неопровержимый | Париж |
| QP2: Как называется циклон? | (G12,QP2) = 0,39 | Неуместный | что |
| QP3: Что помоглораспространить протестантизм во Франции? | (G1,QP3) = 0,93 | Ответственный | наличие Библии на местных языках |

В первом столбце указывается поставленный вопрос. Во втором столбце указывается самый высокий балл сходства вопросов между поставленным вопросом и сгенерированными вопросами. Третья колонка указывает, является ли вопрос ответным/неотвеченным/нерелевантным на основе самого высокого балла сходства вопросов, сравнивая его с пороговым значением (0,85). Четвертая колонка указывает ответы, сгенерированные на поставленные вопросы, минуя вопрос в системе ответов на вопросы BERT

для системы ответов на вопросы механизм сходства вопросов определяет, является ли поставленный вопрос ответным или безответным и актуальными или неуместными вопросами. Как неотвеченные, так и нерелевантные вопросы взяты из набора данных SQuAD 2.0 [7] для экспериментов.

Мы провели эксперименты для случайных 100 отрывков из набора данных SQuAD 2.0 [7] с неотвеченными и нерелевантными вопросами. Как показано в таблицах 5, 8 и 12, когда показатель косинусного сходства сгенерированного и поставленного вопроса не превышает порогового значения 0,85, он помечается или маркируется либо как вопрос, на который нет ответа, либо как вопрос, на который нет ответа. Такой вопрос не будет передан в Систему ответов на вопросы. Таким образом, вопрос, поставленный с меньшим порогом, не будет передан в систему ответов на вопросы. Предложенный нами механизм подобия вопросов не позволяет модели вопросов-ответов отвечать на неотвеченные или нерелевантные вопросы неправильным угадыванием. Мы также представляем оценки сходства вопросов для ответов

вопросы из набора данных SQuAD 2.0 [7]. Мы обнаружили, что ответы на вопросы получают оценки сходства вопросов выше 0,90. Мы можем сделать вывод, что механизм подобия вопросов идентифицирует вопросы наравне с человеческим суждением.

Мы экспериментировали с 1000 вопросами как для неотвеченных, так и для нерелевантных вопросов. В наших экспериментах мы использовали модель BERT, обученную на наборе данных SQuAD 1.1. Модель BERT, обученная на SQuAD 2.0, не должна предсказывать ответы на вопросы без ответа. Тем не менее, эта модель отвечает на несколько вопросов без ответа. Мы ввели механизм подобия вопросов с моделью BERT, обученной на SQuAD 1.1; этот механизм помогает выявлять вопросы, на которые нет ответа и которые не имеют отношения к делу. Нерелевантные вопросы не вводятся в набор данных SQuAD 2.0. Для конкретного отрывка в наборе данных SQuAD 2.0 нерелевантные вопросы выбираются случайным образом из разных отрывков. Чтобы случайно выбранные вопросы не были связаны с контекстом. Эффективность модели рассчитывается следующим образом:

Нет. неотвеченных/нерелевантных вопросов, на которые не ответила модель Total No. вопросов, на которые нет ответа/нерелевантных вопросов

Эффективность

=

×

100

(6)

**Таблица 9** Эта таблица иллюстрирует возможные сгенерированные вопросы из отрывка, который случайным образом взят из набора данных SQUAD 2.0

|  |  |
| --- | --- |
| СОСТАВ 2.0  Пассаж 3 | Образованная в ноябре 1990 года в результате равного слияния Sky Television и British Satellite Broadcasting, BSkyB стала крупнейшей в Великобритании цифровой подписной телевизионной компанией. После приобретения BSkyB в 2014 году Sky Italia и контрольных 90,04% акций Sky Deutschland в ноябре 2014 года, ее холдинговая компания British Sky Broadcasting Group plc изменила свое название на Sky plc. Операции в Соединенном Королевстве также изменили название компании с British Sky Broadcasting Limited на Sky UK Limited, по-прежнему торгующей как Sky. |
| Возможные сгенерированные вопросы | G1. Как образовался bskyb? G2. Когда образовался Bskyb?  G3. Что стало причиной образования Bskyb?  G4. Как называлась крупнейшая в Великобритании цифровая подписная телевизионная компания?  G5. Что делал bskyb, когда он был сформирован?  G6. В какой стране bskyb стал крупнейшей цифровой подписной телевизионной компанией?  G7. Какой тип компании является bskyb?  G8. Сколько приобретений сделал bskyb в 2014 году?  G9. Как называлась крупнейшая в Великобритании цифровая подписная телевизионная компания?  G10. Каков был результат приобретения bskyb в 2014 году sky deutschland?  G11. какой процент sky deutschland приобрел bskyb в 2014 году?  G12. К какому типу компании относится британская sky broadcasting group plc?  G13. Как называлась холдинговая компания Bskyb?  G14. Как называлась холдинговая компания британской sky broadcasting group в ноябре 2014 года?  G15. На что британская sky broadcasting group plc сменила название в ноябре 2014 года?  G16. кто изменил название компании с британского Sky broadcasting limited на sky UK limited?  G17. Что случилось с названием британской небесной вещательной группы plc?  G18. На что великобританийские операции Bskyb изменили свое название?  G19. Каково текущее торговое название sky UK limited?  G20. Каково торговое название sky UK limited? |

Система генерации вопросов под названием ProphetNet[1] используется для генерации всех возможных вопросов от G1до G20 из данного отрывка **ble 10** Эта таблица иллюстрирует сгенерированные пары вопрос-ответ из данного отрывка.

Пассаж 3: Образованная в ноябре 1990 года в результате равного слияния Sky Television и British Satellite Broadcasting, BSkyB стала крупнейшей в Великобритании цифровой подписной телевизионной компанией. После приобретения BSkyB в 2014 году Sky Italia и контрольных 90,04% акций Sky Deutschland в ноябре 2014 года, ее холдинговая компания British Sky Broadcasting Group plc изменила свое название на Sky plc. Операции в Соединенном Королевстве также изменили название компании с British Sky Broadcasting Limited на Sky UK Limited, по-прежнему торгующей как Sky.

|  |  |
| --- | --- |
| G1. Как образовался bskyb? | A1. путем равного слияния небесного телевидения и британского спутникового вещания |
| G2. Когда образовался Bskyb? | А2. ноябрь 1990 |
| G3. Что стало причиной образования Bskyb? | A3. равное слияние sky television и британского спутникового вещания |
| G4. Как называлась крупнейшая в Великобритании цифровая подписная телевизионная компания? | А4. bskyb |
| G5. Что делал bskyb, когда он был сформирован? | A5. Слияние Sky Television и британского спутникового вещания |
| G6. В какой стране bskyb стал крупнейшей цифровой подписной телевизионной компанией? | А6. Великобритания |
| G7. Какой тип компании является bskyb? | A7. Цифровая подписная телекомпания |
| G8. Сколько приобретений сделал bskyb в 2014 году? | A8. 2014 приобретение sky italia и контрольный пакет акций sky deutschland в размере 90,04% |
| G9. Как называлась крупнейшая в Великобритании цифровая подписная телевизионная компания? | А9. bskyb |
| G10. Каков был результат приобретения bskyb в 2014 году sky deutschland? | A10. Британская sky broadcasting group plc изменила свое название на sky plc |
| G11. какой процент sky deutschland приобрел bskyb в 2014 году? | А11. 90.04 % |
| G12. К какому типу компании относится британская Sky broadcasting group plc? | А12. холдинговая компания |
| G13. Как называлась холдинговая компания Bskyb? | A13. Британская вещательная группа sky broadcasting plc изменила свое название на sky plc |
| G14. Как называлась холдинговая компания британской sky broadcasting group в ноябре 2014 года? | А14. скай плк |
| G15. На что британская sky broadcasting group plc сменила название в ноябре 2014 года? | А15. скай плк |
| G16. кто изменил название компании с британского Sky broadcasting limited на sky uk limited? | А16. Операции в Соединенном Королевстве |
| G17. Что случилось с названием британской небесной вещательной группы Uk? | А17. скай плк |
| G18. На что Великобритания изменила свое название операции BSKYB ? | А18. Скай Великобритания лимитед |
| G19. Каково текущее торговое название sky UK limited? | А19. небо |
| G20. Каково торговое название sky UK limited? | А20. небо |

Вопросы, генерируемые системой генерации вопросов, далее передаются системе ответов на вопросы с использованием BERT[24], которая находит ответы от A1до A20 для всех сгенерированных вопросов

**Таблица 11** В этой таблице показано, как метод сходства вопросов определяет вопросы, на которые нет ответа или нерелевантные вопросы, и устраняет ограничения

Контроль качества

Пассаж 3: Образованная в ноябре 1990 года в результате равного слияния Sky Television и British Satellite Broadcasting, BSkyB стала крупнейшей в Великобритании цифровой подписной телевизионной компанией. После приобретения BSkyB в 2014 году Sky Italia и контрольных 90,04% акций Sky Deutschland в ноябре 2014 года, ее холдинговая компания British Sky Broadcasting Group plc изменила свое название на Sky plc. Операции в Соединенном Королевстве также изменили название компании с British Sky Broadcasting Limited на Sky UK Limited, по-прежнему торгующей как Sky.

|  |  |  |  |
| --- | --- | --- | --- |
| Поставленный вопрос (QP) | Оценка сходства вопросов (самая высокая) | Этикетка вопроса | Ответ от BERT |
| QP1: Какая компания больше не торгуется как Sky? | (G19,QP1) = 0,77 | Неопровержимый | Скай Великобритания лимитед |
| QP2: В какой части Италии чума была менее распространена? | (G3,QP2) = 0,32 | Неуместный | Германия |
| QP3: Как называлась крупнейшая в Великобритании цифровая подписная телевизионная компания? | (G4,QP3) = 0,93 | Ответственный | bskyb |

В первом столбце указывается поставленный вопрос. Во втором столбце указывается самый высокий балл сходства вопросов между поставленным вопросом и сгенерированными вопросами. Третья колонка указывает, является ли вопрос ответным/неотвеченным/нерелевантным на основе самого высокого балла сходства вопросов, сравнивая его с пороговым значением (0,85). Четвертая колонка указывает ответы, сгенерированные на поставленные вопросы, минуя вопрос в системе ответов на вопросы BERT

**Таблица 12** Количественный анализ модели BERT, обученной на SQuAD 2.0, и модели BERT, обученной на SQuAD 1.1 с схожестью вопросов

Механизм

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Модели | Вопросы, на которые нет ответа | Эффективность  Неопровержимый  Вопросы | Нерелевантные вопросы | Эффективность нерелевантных вопросов |
| BERT прошел обучение на SQuAD 2.0 | Модель не отвечает на **480** вопросов без ответа из **1000**  Вопросы, на которые нет ответа | **48%** | Модель отвечает на все нерелевантные вопросы, потому что эта модель не может идентифицировать нерелевантные вопросы | **-** |
| BERT прошел обучение на SQuAD 1.1 сQuestionSimilarity  Механизм | Модель не отвечает на **910** вопросов без ответа из **1000**  Вопросы, на которые нет ответа | **91%** | Модель не отвечает на **1000** нерелевантных вопросов | **100%** |

# Обсуждение

Автоматическая генерация пар вопрос-ответ дает представление о том, как система ответов на вопросы и генерация вопросов работают как двойная система задач для получения удовлетворительных результатов. Кроме того, при ручном чтении система wecaninferthatthissystem генерирует хорошие пары вопросов и ответов. Пары ответов на вопросы, сгенерированные на сегодняшний день, ограничены генерацией только вопросов «wh» и их ответов. Системы генерации пар вопросов являются системами, основанными на правилах. В то время как предлагаемое нами приложение генерирует все возможные пары вопрос-ответ, используя подход машинного обучения.

В механизме подобия вопросов мы показываем значимость работы, обращаясь к проблеме Системы ответов на вопросы. Несмотря на то, что в таких работах, как [1, 3, 32, 33], были введены различные методы преодоления ограничений Системы ответов на вопросы, выявление вопросов, на которые нет ответа, остается открытой проблемой. Предлагаемый механизм подобия вопросов не требует подготовки. Это повышает производительность систем ответов на вопросы, сосредотачиваясь только на ответах или релевантных вопросах. Таким образом, мы можем сделать вывод, что механизм подобия вопросов включает в себя человеческий способ рассуждения для выявления неотвеченных и нерелевантных вопросов и, следовательно, устраняет ограничение QAS.

# Заключение

В данной работе мы представляем приложение путем объединения системы генерации вопросов и ответов на вопросы, называемой автоматической системой генерации пар вопросов, где будут генерироваться все возможные пары вопросов и ответов. Он имеет различные применения в разных областях. Позже мы вводим механизм подобия вопросов, который имитирует человеческие рассуждения, чтобы определить, является ли поставленный вопрос ответными вопросами или неотвеченными и неуместными вопросами. Существующие системы ответов на вопросы не могут определить, является ли поставленный вопрос ответным или безответным и неактуальным. Если поставленный вопрос остается без ответа или неактуальным, то такие вопросы не передаются в QAS. Поскольку в этой модели нет процесса обучения, она требует меньше вычислительных ресурсов. Этот механизм может быть включен в современные системы ответов на вопросы, чтобы модели могли сосредоточиться на ответах на вопросы для повышения их производительности. Автоматически сгенерированные пары вопрос-ответ можно использовать в качестве набора данных для обучения моделей ответов на вопросы.
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